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Named Entity Recognition @

Overview of the counterfactual example creations. We show examples with sentiment and hate speech for variation of the name " Alexander” and two sentences.

General issues In a nutshell

Coarse-grain: Classical bias detection methods regarding geography are » Bias assessment using the production model on the target data, by
usually restrained to coarse-grained scales perturbating any real-life examples

Confounding variables problem: All the bias measurement process is » Our method at the difference of outputs between the perturbated examples,
biased itself by different variables such as the bias detection dataset or the without the need for label

fine-tuning dataset. Our method applies to classifiers using real-world » We use names as a proxy to estimate the bias
target data.

» We look at country-related bias to be more geographically fine-grained

» Fine-tuning a model inducts biases because of the task » We found out biases in multilingual models in English and non-English
training data toward several countries, depending on the target language.

» Bias detection on pre-trained LM, not on the final
classifier

Experimental Protocol

» Bias assessment methods relies bias-detection datasets,
not target data distribution - » One experiment using Stance Recognition CoFE dataset and model [2]
» One experiment using widely used Twitter multilingual sentiment classifier

based on XLM-T [3] and Tweets data from TweetEval + Others [4, 5, 6]
(10 languages; AR, EN, ES, DE, FR, IT, PT, PL, HU, TK)

We look at the change in distribution when perturbating the input data » Gazeeters of most common names and surnames from each country (from
with a non-causal change Wikidata, like [1]): = 15k names from from 194 countries.

How do we detect a bias?

» A general one: Can be used to say that a bias exists » We created 50 random perturbations per sentence using most common
> Distribution distance (Jensen—Shannon divergence, Wasserstein distance, names. For stance recognition we used the classes In Favor and Against as
Sinkhorn distance). positive and negative.

» A label-oriented one: expert knowledge helps understand
> Percentage of augmentation/diminution of the predicted examples in each

of the classes.
> Can be used to interpret the type of bi ding the cl d target Gender Male FemlE
Al DE LSEE 1O INLErPret Lhe Lype Of bias Tegarding the ¢1ass and tales Metric A Other Against In Favor KL A Other Against In Favor KL

groups. United Kingdom -0.55 0.0 13.0 -3.04.01-046 0.0 8.0 4.0 3.83
» A valence-oriented one: when the labels have an explicit valence, it is United States -0.61 0.0 12.0 4.03.99-046 0.0 8.0 5.0 3.77

possible to quantify the bias’ harmfulness toward a target group New Zealand ~-0.55 0.0  12.0 -4.04.12-043 0.0 9.0 -4.0 3.84
Canada -0.68 0.0 11.0 -4.0 4.14 -0.64 0.0 7.0 -5.0 3.92

> A= ZPOS Ppos — Z”eg Preg- South Africa -0.66 0.0 10.0 -4.0 4.07 -0.59 1.0 7.0 -6.0 3.80
India -0.81 0.0 6.0 -5.04.72 -1.17 1.0 3.0 -9.0 4.73

Germany -0.98 0.0 10.0 -6.0 4.26 -0.77 1.0 3.0 -6.0 3.94

Related works France 103 10 80  -7.0429-091 20 30  -9.0 413
Spain -1.70 2.0 7.0 -11.0 4.80 -1.52 2.0 6.0 -11.0 4.52

» [ntrinsic methods: General but correlation to downstream tasks is Italy -1.82 2.0 8.0 -12.0 474 -1.47 2.0 5.0 -12.0 4.31

questionable: opaque relation between intrinsic non-interpretable metrics Morocco -1.44 2.0 6.0  -11.0548/-1.41 3.0 20  -13.05.42
and model behavior Turkey -1.58 2.0 5.0 -12.0 5.13/-1.34 2.0 5.0 -12.0 4.78

Table 1:AA: difference of probability of the positive class and the negative class. The other values

English Stance Recognition

Extrinsic methods: Interpretable but depends on choice of variables/dataset | -
_ by class and gender are percentages of change in the classification output.
Data: A few resources for non-English languages out of a non-Western

context, and considerable variations in bias values and conclusions across
template modifications

English-speaking country names exhibit highest A (i.e., more positive
outcome). Female names more positive, except for India.

Nationality bias: studies showed influence of demographic attributes at the
country-level, or name-nationality using templates and generative models Multilingual Sentiment Classification

Checklist [1] uses a perturbation method in order to assess the
robustness of a model
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