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Motivation and Contributions

Initial problem

Lack of multilingual multi-target stance-annotated debate dataset.

• We created a corpus of annotated stance in English online debates

• We assess the annotation quality by using our data to improve

stance recognition in non-English

• We took advantage of the interactional structure of the debate using

a context-aware transformer

• We show self-training can be used with the unlabeled data to

improve the performances
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Dataset collection

https://www.debatingeurope.eu/debates/
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Dataset collection and annotation

• The different debate questions, debates texts, debates tags,

comments and user ids were collected: 6.5M tokens

• We selected 18 debates related to the topic of the ’European Green

Deal ’: Should we consume less energy?, Should we make the cities

greener?, Can renewables ever replace fossil fuels 100?, ...

• One expert annotator tagged at the comment level regarding the

text was yes/no/neutral/not answering toward the close question’s

debate, using the INCEpTION platform [1]

Label % DE Unit µcom µdeb Σ

7 100%
Comments ∅ 89.5 125,798

Words 51.7 4,623 6,499,625

3 2.0%
Comments ∅ 140 2,523

Words 33.4 4,683 84,289

Table 1: Low-level statistics on the DE dataset.
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Experiments

Experiment I: Multilinguality

Our labels come from one annotator, how to validate them using

another dataset? Is our dataset useful for multilingual transfer learning?

We used the multilingual X-Stance dataset [2] and studied transfer

learning

Experiment II: Interactional Context

The data is from online debates. Is it possible to simply integrate the

interactional context inside the transformer?

Experiment III: Semi-supervised learning

We annotated only 2% of the website. How to take advantage of the

unbalanced and unlabeled data from the whole website?
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Experiment I: Multilinguality

• X-stance: a dataset of multi-lingual multi-target stance recognition

[2]

• No interaction between the users

• Multilingual: French, German and Italian

• Pretraining our model over our data helps to improve the results for

non-English languages

Intra-target X-question X-Topic X-lingual

DE FR Mean DE FR Mean DE FR Mean IT

M-BERT [2] 76.8 76.6 76.6 68.5 68.4 68.4 68.9 70.9 69.9 70.2

XLM-R 76.3 78.0 77.1 71.5 72.9 72.2 71.2 73.7 72.4 73.0

XLM-Rft 77.3 79.0 78.1 71.5 74.8 73.1 72.2 74.7 73.4 73.9

Table 2: Results over X-Stance dataset for a binary classification.
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Experiment II: Interactional Context
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Experience II: Interactional Context

Ctxt Prec Rec. F1 Acc

0 70.7 69.9 70.2 72.1

1 72.1 70.5 71.2 72.7

2 70.7 69.8 70.2 72.7

Table 3: Results over DE for different context windows. All the models were

pre-trained over XS (XLM-Rft)

• We tried 3 different size for the context window

• Larger does not necessarily mean better
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Experiment III: Semi-supervised learning

Label % DE Unit µcom µdeb Σ

7 100%
Comments ∅ 89.5 125,798

Words 51.7 4,623 6,499,625

3 2.0%
Comments ∅ 140 2,523

Words 33.4 4,683 84,289

Table 4: Low-level statistics on the DE dataset, regarding there is label

annotation or not. µcom/µdeb is the average mean of the respective units

(comments or words) at the comment/debate-level.

Figure 1: Distribution of the pseudo-labels

9



Experience III: Semi-supervised learning

Unsupervised Method Threshold kmax Balanced Model Prec. Rec. F1 Acc

7 7 7 7
XLM-R 68.6 69.3 68.9 70.1

XLM-Rft 70.7 69.9 70.2 72.1

thresh-0.99 0.99 7 7
XLM-R 68.6 69.8 69.1 70.7

XLM-Rft 68.9 69.6 69.0 70.9

k-best-2000 7 2000 7
XLM-R 67.5 68.3 67.8 69.3

XLM-Rft 70.4 69.9 69.8 71.9

k-best-600 7 600 7
XLM-R 69.4 68.5 68.0 69.5

XLM-Rft 72.5 70.3 71.1 73.3

our-2000 0.99 2000 3
XLM-R 69.5 69.4 69.4 71.3

XLM-Rft 70.5 69.9 69.3 71.7

our-600 0.99 600 3
XLM-R 70.9 71.6 71.1 72.7

XLM-Rft 71.5 71.5 71.4 73.5

Table 5: Results over the Debating Europe dataset for a 3-class classification

using SSL
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Conclusion

• Debating Europe: A new dataset of online political debates

• Annotation of a subpart of the dataset in stance

• We showed our annotation are useful using multi-lingual transfer

learning

• We proposed a simple method to integrate context and show its

efficiency

• We proposed a method to take advantage of unlabeled and

unbalanced data
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Questions?
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