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Biases and Fairness



What can be biases?

A bias can be a deviation from the norm, the mean, or from the zero:

• A bias in a linear model to fit data

• A cognitive bias: availability bias,

confirmation bias, Dunning-Kruger

effect, ...

• A social bias like a cultural bias,

people have different norms

In a decision-making process, a bias can be seen as a change of

decision actioned by a non-causal variable.
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Cognitive Biases and Fast/Slow Thinking [12]

Figure 1: Nobel-winning Daniel Kahneman’s book ”Thinking fast and slow”

• System 1 is the brain’s automatic, fast, and intuitive mode of thinking. It

relies on heuristics (mental shortcuts) to make quick judgments and

decisions, often based on past experiences or stereotypes

• System 2 is slower, more deliberative, and analytical. It kicks in when we

need to process complex problems, weigh evidence carefully, and revise our

beliefs based on reasoning.
2



Cognitive Biases

Closing this analogy part

• ML models are trained on biased data can develop biased

priors leading to unfair or skewed prediction

• Similar to how individuals may develop and act on biased

stereotypes.

In conclusion:

• Data can be biased because of spurious correlations due to hazard or

confounding variables,

• The model will take advantage of this bias like a human would do
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Fairness

Fairness

Generally, when talking about unfair models, we are looking for

negative biases toward certain target groups.

This can happen in different ways:

• Heterogeneous valence over target groups: sentiment more

negative for arabic names, recidivism prediction higher for black

people, lower salary for women or minorities...

• Heterogeneous performances over target groups: face

recognition system that works badly for Asian users, ASR only works

for Castilian or Mexican Spanish, ...

• Stereotypes: Co-reference model thinks women is the nurse while

the man the doctor

• Lack of knowledge: LLM is less knowledgeable when talking about

Oriental than Occidental Culture
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Structure of the Talk

I. Tackling Biases in Generative AI: Biases related to names from

different countries in LLMs

II. Tackling Biases using Generative AI: Targeted Image Data

Augmentation reducing biases related to low-frequency relations

between entities
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LLM Bias Detection through

Names



Motivations

• Fairness in IA

• Generally coarse, based on GDP

• The world has high diversity of

languages, cultures, due to inter-

nal/external migrations
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Confounding variables problem

General Issue

All the bias measurement process is biased itself by different variables

such as the bias detection dataset or the fine-tuning dataset. Let’s

propose a method applied to classifiers using real-world target data.

• Fine-tuning a model inducts

biases because of the task

training data

• Bias detection on pre-trained

LM, not on the final classifier

• Bias assessment methods relies

bias-detection datasets, not

target data distribution
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Counterfactual Example Generation & Bias Calculation

• NER creates target-domain templates

• Templates filling using most common country names

• Output discrepancy quantification between perturbed examples

∆ =
∑
pos

ppos −
∑
neg

pneg
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Counterfactual Example Generation & Bias Calculation

Problem: Sentences with names from certain countries will more likely

to be classified as negative when it’s not, and less likely to be classified

as hate speech when it is!
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How do we detect a bias?

In a decision-making process, a bias can be seen as a change of decision

actioned by a non-causal variable:

• Look at the change in distribution when perturbating the input data

with a non-causal change

• A bias is non necessary negative: a change of a Language Model’s

distribution might reflects the world1

• For some models, when the labels have an explicit valence, it is

possible to quantify the positiveness of the bias

1In their paper ”A Natural Bias for Language Generation Models” [16], the authors

introduce a way to initialize the bias of a LM in order to fasten the learning phase
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We used several metrics

A general one

• Distribution distance (Jensen–Shannon divergence, Wasserstein

distance, Sinkhorn distance).

• Can be used to say that a bias exists.

A label-oriented one

• Percentage of augmentation/diminution of the predicted examples in

each of the classes.

• Can be used to interpret the type of bias regarding the class and

target groups.

A valence-oriented one

• ∆ =
∑

pos ppos −
∑

neg pneg .

• Can be used to detect if a bias is harmful or not toward a target

group.
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Our Key findings

• Using names as a proxy allows de-

tecting country-related bias

⇒
Negative biases towards several

countries in several classifiers

• Bias of a multilingual model de-

pends on the sentence language

⇒ Model favor names from the

countries speaking the language

• Studying the link between OOD

words, perplexity, and sentiment

predictions

⇒ Perplexity does not

fully explain negative bias
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Related Works



Related Works I

Intrinsic methods

More general but their correlation to downstream tasks is questionable

• Relation between intrinsic metrics and actual deviant behavior is

opaque [9, 6]

• Methods based on embeddings lack of transparency and

interpretability [21]

Extrinsic methods

More interpretable but

• depends on the choice of variables [1]

• dataset used for evaluation [18]

Even intrinsic methods relying on templates [7, 14, 10]
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Related Works II

Data

• Considerable variations in bias values and conclusions across

template modifications [20]

• Different works propose a multilingual dataset [8, 5]

• A few resources for non-English languages, especially out of a

non-Western context [22]

Nationality bias

• [23] shows influence of demographic attributes on country biases

• Names have been shown to contains nationality biases [15]

• [7] dividing the nationalities in 6 groups based on their GDP

[19] proposes Checklist, using a perturbation method in order to

assess the robustness of a model

14



Experiments



Experimental Protocol

Models

• Widely used2 off-the-shelf Twitter multilingual and English classifiers

based on XLM-T [2]: sentiment, emotion, hate speech, ...

• Multilingual stance classifier from [4]

Datasets

• Datasets from the TweetEval [3] benchmark (AR, EN, ES, DE,

FR, IT, PT) and/or downloaded Tweets [17, 13] (EN, PL, HU, TK)

• Zero-shot stance recognition dataset CoFE from [4]

• Gazeeters of most common names and surnames for each country

(from Wikidata, like [19]): ≈ 15k names from from 194 countries.

Others

We used the KL divergence, we created 50 random perturbations per

sentence, and for stance recognition we used the classes In Favor and

Against as positive and negative.
2cardiffnlp/twitter-xlm-roberta-base-sentiment had > 1M monthly download 15



Experiments Overview

Experiment 1/2: Bias Detection

• Motivation: Quantify country-name biases of widely used classifiers.

• Results: There are significant variations in model predictions based on the

presence of different country-names, showing pattern for negative bias.

Experiment 3: AI Xenophobia

• Motivation: Show the influence of the origin language on the bias

• Results: Model tends to favor locals’ names

Experiment 4/5: Perplexity Correlations

• Motivation: Show the influence of country-name groups on the

correlation of model predictions and perplexity.

• Results:

• Model predictions tend to be more negative for unfamiliar languages

• Country-names that are more similar to pre-training data imply a

more positive prediction
16



Experiment 1: English Language using Stance Classifier

Gender Male Female

Metric ∆ Other Against In Favor JS ∆ Other Against In Favor JS

United Kingdom -0.55 0.0 13.0 -3.0 4.01 -0.46 0.0 8.0 -4.0 3.83

Ireland -0.62 0.0 12.0 -4.0 4.23 -0.57 0.0 10.0 -5.0 4.18

United States -0.61 0.0 12.0 -4.0 3.99 -0.46 0.0 8.0 -5.0 3.77

Australia -0.58 0.0 13.0 -3.0 4.16 -0.49 0.0 9.0 -4.0 3.91

New Zealand -0.55 0.0 12.0 -4.0 4.12 -0.43 0.0 9.0 -4.0 3.84

Canada -0.68 0.0 11.0 -4.0 4.14 -0.64 0.0 7.0 -5.0 3.92

South Africa -0.66 0.0 10.0 -4.0 4.07 -0.59 1.0 7.0 -6.0 3.80

India -0.81 0.0 6.0 -5.0 4.72 -1.17 1.0 8.0 -9.0 4.73

Germany -0.98 0.0 10.0 -6.0 4.26 -0.77 1.0 8.0 -6.0 3.94

France -1.03 1.0 8.0 -7.0 4.29 -0.91 2.0 3.0 -9.0 4.13

Spain -1.70 2.0 7.0 -11.0 4.80 -1.52 2.0 6.0 -11.0 4.52

Italy -1.82 2.0 8.0 -12.0 4.74 -1.47 2.0 5.0 -12.0 4.31

Portugal -1.66 2.0 8.0 -11.0 5.08 -1.43 2.0 6.0 -11.0 4.45

Morocco -1.44 2.0 6.0 -11.0 5.48 -1.41 3.0 2.0 -13.0 5.42

Hungary -1.43 2.0 8.0 -11.0 4.64 -1.46 2.0 7.0 -11.0 4.68

Poland -1.52 1.0 11.0 -10.0 4.69 -1.41 2.0 7.0 -11.0 4.49

Turkey -1.58 2.0 5.0 -12.0 5.13 -1.34 2.0 5.0 -12.0 4.78

Table 1: Metrics on the stance recognition model. ∆ represents the difference

of probability of the positive class and the negative class. The other values by

class and by gender are the percentage of change in the classification output. 17
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Experiment 2: English Language using Multilingual Sentiment

Country
Sentiment Emotion Hate

∆ − ≈ + Joy Opt. Anger Sad. Non-hate Hate

United Kingdom -1.43 5.4 1.3 -4.6 -2.1 0.6 2.7 6.4 -0.2 23.5

United States -1.35 5.0 1.7 -4.9 -2.3 -0.5 4.0 6.5 -0.2 22.0

Canada -1.43 5.5 1.5 -5.0 -1.6 -0.2 2.3 5.0 -0.2 21.0

Australia -1.37 5.7 1.2 -4.7 -2.3 0.9 3.2 6.6 -0.2 23.0

South Africa -1.58 5.9 1.2 -4.8 -1.5 0.4 1.0 6.1 -0.2 22.5

India -2.70 7.9 -0.1 -4.4 -2.5 -6.1 8.7 5.0 -0.1 10.0

Germany -2.14 6.4 1.3 -5.3 -0.0 -4.8 -0.2 4.7 -0.1 19.0

France -1.58 7.7 -0.2 -4.0 0.9 -5.1 -2.5 3.8 -0.1 10.5

Spain -2.46 6.0 2.6 -6.5 1.7 -13.0 -0.4 2.7 -0.0 6.0

Italy -1.98 7.1 1.1 -5.4 2.5 -15.5 -0.9 1.5 -0.1 12.5

Portugal -2.30 6.9 1.6 -5.9 1.9 -12.9 1.1 -0.4 -0.1 9.5

Hungary -2.26 4.9 2.7 -6.1 2.4 -17.2 -1.4 4.0 -0.1 6.5

Poland -2.02 3.4 3.6 -6.3 2.0 -13.7 -2.4 5.1 -0.1 9.5

Turkey -2.33 6.8 0.7 -4.7 0.2 -11.9 4.8 1.7 -0.1 7.5

Morocco -2.04 4.2 2.4 -5.2 -9.0 -33.2 60.3 -17.4 -0.0 2.0

Table 2: Changes in probability output (∆) and in percentage of examples in

each of the predicted classes. 18
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Experiment 3: Multilingual Texts

Model tends to prefer the names coming from the sentence’s language.

Impulsing for the name AI Xenophobia, the fear of the stranger.

Figure 2: Matrix of ∆ normalized per language from multilingual sentiment
19



Experiment 4/5: Perplexity Analysis

• We conducted a perplexity analysis to explore the

model’s confidence given certain changes

PLL(s) = −
|s|∑
i=1

logPMLM(wi |s\wi ; θ)
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Exp. 4/5: PPL Prediction patterns changes for OOD

Label English Dutch Spanish Hindi Turkish Basque Maori

− -11.39 -13.87 -6.28 -10.89 -6.02 25.48 35.33

≈ 19.27 21.61 19.00 25.54 16.54 -19.98 -36.23

+ -5.41 -7.13 -11.10 -13.50 -10.32 -3.04 5.86

Table 3: Global Perplexity-Prediction correlations: switch for unknown languages.

• Well-known languages: model tends to

classify OOD (high PPL) as neutral

• Unknown languages: it tends to classify

OOD as negative

• Correlation for Names is like for

unknown languages: the more OOD the

more negative

• But also the less OOD the more positive!

Country
Sentiment

− ≈ +

United Kingdom 15.03 5.89 -18.26

United States 14.70 6.63 -18.41

Canada 15.18 4.91 -17.68

Australia 15.68 5.46 -18.52

South Africa 13.12 5.87 -16.67

India 7.64 5.18 -11.75

Germany 13.62 4.50 -16.34

France 8.18 4.42 -11.47

Spain 11.37 4.16 -14.23

Italy 11.09 3.79 -13.57

Portugal 9.45 2.93 -11.97

Hungary 8.37 2.89 -10.79

Poland 9.88 3.22 -12.32

Turkey 9.62 2.79 -11.86

Morocco 9.07 -0.16 -8.25

Overall 11.17 4.63 -14.40

Table 4: Local

Perplexity-Prediction correlations.
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LMM Bias Removal using Image

Generators



Targeted Image Data Augmentation

• Some situations are less seen in the data: a red tree, a football

match with several balloons, or a woman snowboarding [11]

• How to augment data so the model can adapt to a new situation?

• In Image Captioning: generating new content with a text2image via

perturbations on the caption data
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Results

#DA BLEU@1-4 RefCLIPScore

Test
Dtest

clr Dtest
ctg Dtest

gdr Dtest Dtest
clr Dtest

ctg Dtest
gdr Dtest

Train

Dtrain (Vanilla) 0 51.8 44.0 49.9 49.7 79.9 79.3 79.8 80.3

Dtrain
SD−rnd 60k 51.3 44.1 49.2 49.6 80.0 79.5 79.7 80.2

Dtrain
SD−clr 20k 51.7 44.0 49.3 49.5 79.8 79.4 79.6 80.1

Dtrain
SD−ctg 20k 51.7 44.4 49.2 49.7 79.9 79.5 79.7 80.2

Dtrain
SD−gdr 20k 51.2 43.4 48.5 48.8 80.0 79.2 79.9 80.3

Dtrain
SD−all 60k 51.8 44.9 50.1 50.5 80.1 79.7 80.1 80.5

What do we have using BLIP2 for Image Captioning?

• We focused on 3 basic human skills: Gender, Color and Counting

• TIDA helps the model to get better on specific subsets related

to these skills, and on the general test set

• The model use skill-associated words more often when the

caption should contain one and less when it should not

• It works better than random (non-targeted DA)
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Conclusion



Conclusion

Tackling bias in Generative IA:

• New technique to detect country-related bias minimizing

confounding variables

• Detection of the bias in broadly used off-the-shelf affect-related

classifiers

• Xenophobia: Bias change w.r.t. the language of the sentence

• Bias is linked to the perplexity of the underlying PLM,

suggesting a connection to the data used for pre-training

• However, this relation is not that simple!

Tackling bias with Generative IA:

• Biases can be due to low correlation relations

• Generative model are useful to create data to reduce them
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